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CubeFS Introduction

CubeFS is a new generation of cloud-native open
source storage product hosted by the Cloud Native
Computing Foundation (CNCF). Currently in the
incubation stage, CubeFS has complete file and
object storage capabilities.

Product website: https://cubefs.io
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CubeFS History

Open sourced at
github

Released v1.0.0

Released v2.4.0
enhance stablity

Support remote Shuffle

Released v3.0.0
support erasure—code
repo renamed to cubefs

Released v2.5.0
support failure domain
group
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Presentation to
CNCF
storage SIG

Released chubaofs—
csi

Sigmod’ 19 industrial
paper

OPPO join as key contributing company
(BETKE, NetEase, MEIZU-+

Support hdfs—compatible sdk

April 2020

Released v2.0.0
support S3 interface

Rel 3.2.1
Release v3.1.0 QoS&&cache elease v

acceleration

AN

GOTC

Released chubaofs—helm

Join CNCF sandbox
A

Dec 2019

Add audit log && enhance stability

June 2022 March 2023

Aug 2022

v

Accept as incubation project

Release v3.2.0
reconstruct blobstore

Next Release v3.3.0 posix interface atomicity
&& space quota limitation
&& enhance stability



) Architecture

Key features

« Compatible with various access protocols
such as S3, POSIX, and HDFS

« Multi-engine(Multi-replicas and erasure
coding)

« Multi-tenant

« Highly Scalable

« High-performance

« Cloud-native,based on the CSI plugin,

CubeFS can be quickly used on Kubernetes.
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) Architecture: Erasure Coding Engine GOTC
Key tips

® Online encoding
«  Access layer calculates the erasure code

directly online and writes it into storage
Access Access Access Access
node.

® High availability | Space Deletion/ Data writing
: T lallocation | Repair /Quorum
« Raft ensures high availability of metadata s : i N
service with second-level switching. ’“I\;“‘D“““ :/ —————————————————— . f——I;—-k---_d“
: ST eta Data ( ! ackgrou
® High reliability Center | { Proxy ] [ Lo } HEE | mo?:iule
«  Background services such as data inspection, T |

data repair, and bad disk detection ensure
high reliability.
® Multi-AZ deployment
»  Supports 1, 2, and 3 AZ deployments, with
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) CubeFS-performance comparison
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) Big Challenges for Al/ML Platform GOTC

Large Number of Small Files
« Tens of billions files: including images. videos, and text.

Super large directory
« Many datasets directory contain a large number of files (for example ImageNet contains
14 million images)

Hot Spot Directory
« The access to public data by multi-user parallel training tasks can easily make the data
node a performance bottleneck and cannot make full use of the cluster performance.

High performance
« Al/ML training clusters require very high bandwidth and low latency to reduce job
completion time.
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) Problems with existing storage systems GOTC

HDFS

« Weak extensibility of metadata
« Global locks lead to poor performance
« Not friendly to small files

« Poor tenant isolation and many other pain points

CephFS
« Poor stability caused by mds

« Weak performance on small files storage and random write
« High storage costs
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P CubeFS-Elasticity and scalability for metadata GOTC
Key tips

metanode metanode metanode

« All metadata cached in memory

- File’ s dentry and inode split by range

multi-raft

multi-raft

mp(10001 mp(10001 mp(10001
-20000) -20000) -20000)

mpisaon mp(80001 mp(B0001
« A ssingle cluster supports tens of

1 1 1
billions of files

« Single directory: tens of millions files

......................................................................................

dentryTree inodeTree

EXRABRBEARIES

THE GLOBAL OPENSOURCE TECHNOLOGY CONFERENCE



) CubeFS-Optimized for small files GOTC
Key tips

« Multiple small files are aggregated in one extent

- Efficient space reclamation: punch hole

punch hole
i
FILE
( |sfile sfile sfile ... tinyextent(1-64)
BH=
DIR
6 datapatition1 —
128k
(_ e /
append

A
. » —
DataNode ~ disk datapatition2 128k|[128k|128k(128k| ... normalextent(128M)

~—
datapatitionX
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p Al/ML Platform Unified storage based on CubeFS GOTC

----------------------------------------------------------------------------------

Release 3.1.0

GPU |«—100GE—>»| GPU i GPU |«—100GE—» GPU Release 2.4.0 el eaeas]de o
A ! : A !
v : : v i 2019 2020 2021 2022
GPU |«—100GE—»  GPU i i GPU |€«—100GE—»  GPU '
______________________ e ——. R . ________}
paralle 1O paralle 1O

CubeFS

Private Cloud
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) Al/ML Platform solution:hybrid cloud acceration GOTC

Challenges

task-pod notebook-pod task-pod

« Performance problems in storage ML Platform
during cross cloud
« High Cost of data migration

« Data security on public cloud

GPU

data migrate

Storage CubeFS

OPPO Private Cloud
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) Al/ML Platform solution:hybrid cloud acceration GOTC

MetaCache:
« Cached in the memory of the CubeFS client

« Caches inode and dentry metadata

DataCache:

« Data cache service,need consider the

resource limitation and generliariy Giiont Node

« Index management and data management
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p Al/ML Platform solution:hybrid cloud acceration GO

Cache consistent

Strong consistency
« The client is configured based on file extensions,
filtering out file types that do not require access to the GPU-POD GPU-POD

meta-cache meta-cache

GPU-POD
cache, such as for application program files and ubefs

meta-cache

configuration files.

Eventual consistency file-fiter | meta-sync

« CubeFS client starts the meta sync task, scans the data-cache ]

metadata of all files in the cache, queries all updated
cache data during the scan cycle, updates the

metadata cache if the file is changed. L

LR EEARIES OPPO Private Cloud
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) Al/ML Platform solution:hybrid cloud acceration GOTC

BenchMark

« RESNET18:performance improvements of
360% and 114% respectively with one and
16 Dataloader workers.

« AlexNet shows performance improvements
of 130% and 80% respectively with 16 and
24 Dataloader workers.

« Compared to private cloud deployment,
there is also a performance improvement of
12% to 27%.
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) Al/ML Platform solution: QoS GOTC

QoS flow control system

Background
In multi-tenant scenarios, business has no
control logic, io and traffic resources may be

posix/s3/hdfs posix/s3/hdfs posix/s3/hdfs

sdk libraray gqos sdk libraray qos sdk libraray gqos
manager manager manager

g

Master

congested, and traffic bursts

Feature
« Does not depend on external components

« Resource pre-allocation and dynamic blobstore
cluster
adjustment
« Dynamic adjustment of request period data node cata node data node
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) Al/ML Platform solution: Snapshot
Redirect-on-Write, ROW

1. Create snapshots in seconds

2. No-lag snapshot version reads
3.
4

. Metadata, data without space

No write amplification

redundancy

Strong consistency
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) Al/ML Platform solution: Snapshot

Snapshot multi version index

inode tree

@“’6%55 {
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p Al/ML Platform solution:POSIX Interface Atomicity GOTC

Rename
Txn Cordinator —— Client
Resource Manager(RM) —— MetaPartition
Txn Manager(TM) —— MetaPartition
Txn Cordinator
client
1.create dentry on TM && RM -
4.rsp fxid
5.delete src dentry
8.commit
: 7.rsp success 6. create rollback dentry
2.create transaction ™ | RM and delete src dentry
3.create rollback dentry -
N metnode metnode metnode

RM

10.commit rollback dentry

9. delete rollback dentry 11. delete rollback dentry
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) Al/ML Platform solution:Quota management GOTC

1.Directory Quota Management
2.Uid Space Management

append Extfcreateu;) metnode metnode metnode : self correct storage statistic
client de ‘ ‘reuse snapshot process reduce
overQuot : : cost

a

cli tool T Quota info Tl upload current space quota info

master
operation

(create|delete|update|list)
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p Community Development GOTC

« Broad Content Platform
WeChat official account : 17 articles, reading volume of 6000+ (a MoM growth of 56%) and gained

420+ new followers.

« Developer Activities

Organized the developer event && Participated in the "Summer of Code in Space"

« Developer Community

WeChat community group: 1000+ new users with 30+ new sub-groups established

« Ecological Collaboration

Huazhong University of Science && Technology and University of Science and Technology of China

« Multi-cloud Deployment
Aliyun . AWS.

« Operator-based management of CubeFS is now supported and progressing as planned.
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) Future Planning GOTC

Enhance
Client Cache
Acceleration

Metadata Data Garbage
persistence Tiering collection
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GOTC

THANKS
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https://cubefs.io/ cubefs helper
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